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From Multi-Armed Bandits to Uplifting Bandits

Multi-Armed Bandits

● Learner repeatedly takes actions (pulls arms)
● Learner receives rewards from the chosen actions
● The goal is to maximize the cumulative rewards
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From Multi-Armed Bandits to Uplifting Bandits

Uplift Modeling versus Multi-Armed Bandits

Uplift Modeling Multi-Armed Bandits

Setup Offline Online

Challenges Confounding bias Exploration-exploitation trade-off
Model evaluation Uncertainty estimates

Advantage Statistical power Data efficiency

Objective Profit maximization / Finding good treatments
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